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PAPER

Load Balancing Scheme on the Basis of Huffman Coding for P2P
Information Retrieval

Hisashi KURASAWA†a), Atsuhiro TAKASU††b), and Jun ADACHI††c), Members

SUMMARY Although a distributed index on a distributed hash table
(DHT) enables efficient document query processing in Peer-to-Peer infor-
mation retrieval (P2P IR), the index costs a lot to construct and it tends to
be an unfair management because of the unbalanced term frequency dis-
tribution. We devised a new distributed index, named Huffman-DHT, for
P2P IR. The new index uses an algorithm similar to Huffman coding with
a modification to the DHT structure based on the term distribution. In a
Huffman-DHT, a frequent term is assigned to a short ID and allocated a
large space in the node ID space in DHT. Throuth ID management, the
Huffman-DHT balances the index registration accesses among peers and
reduces load concentrations. Huffman-DHT is the first approach to adapt
concepts of coding theory and term frequency distribution to load balanc-
ing. We evaluated this approach in experiments using a document collec-
tion and assessed its load balancing capabilities in P2P IR. The experimen-
tal results indicated that it is most effective when the P2P system consists of
about 30,000 nodes and contains many documents. Moreover, we proved
that we can construct a Huffman-DHT easily by estimating the probability
distribution of the term occurrence from a small number of sample docu-
ments.
key words: peer-to-peer, information retrieval, load balancing, Huffman-
coding

1. Introduction

Peer-to-Peer (P2P) systems have low management cost,
high scalability, and good dependability. Furthermore, they
are suitable for developing and maintaining a system on a
large amount of distributed computation resources that are
dynamically reconfigured. However, information retrieval
(IR) and information management in P2P systems are diffi-
cult because documents are distributed on a P2P network.
Although early studies developed efficient query routing
schemes, such as the depth-first search [1] and distributed
hash table (DHT) [2]–[4], they are not suitable when there
is a small amount of network traffic or a need for a pre-
cise search. The search indices of the early schemes mainly
manage data locations, and don’t provide term information,
which is important for judging the relevance of documents.
Recent studies on query routing schemes have tried to adopt
the existing IR techniques for centralized systems to P2P
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systems.
Modern IR methods use the occurrence of term infor-

mation in document collection, such as term frequency (TF)
that denotes the number of term occurrences in a document
and document frequency (DF) that denotes the number of
documents including the term, to measure the relevance be-
tween queries and documents [5]. The calculation of term
information is not an easy task in P2P systems. Thus, early
P2P IR systems did not fully use term information. As a re-
sult, they gathered documents containing less relevant doc-
uments, and this caused heavy network traffic loads.

Recently, several distributed indexing methods for P2P
IR systems have been proposed [6]–[9]. The problem with
distributed indices is that they cost a lot to construct and
have an unfair index management cost. The information
about each term is usually maintained by a specific node.
When processing a query or inserting a new document into
a P2P IR system, we need to access the nodes that keep the
term information in the queries or documents. A distributed
hash table (DHT) is often used for this purpose. It enables
us to access the target node in O(log n) hops for the num-
ber n of nodes in the P2P network. To register a document
to the index, we need to access all the nodes that keep the
term information included in the document. As a result, the
construction of the index increases the traffic. Moreover, it
is empirically known that the term occurrence probability
obeys an exponential distribution, that is, a small number
of terms appear frequently whereas many other terms ap-
pear with lower probability in documents. The nodes that
manage indices of frequent terms receive more registration
and reference accesses than nodes with less frequent terms;
hence, the index management cost is unfair among nodes.

To overcome these problems, we proposed a new dis-
tributed index [10]. Today’s distributed indexing methods
assign terms to nodes and access them in O(log n) hops, re-
gardless of the term probability. Our method allocates term
indices to nodes on the basis of the term distribution, and
also finds a node with less hops for more frequently ap-
pearing terms. To achieve this, we modify the node ac-
cess scheme of the DHT by using a technique from cod-
ing theory. The proposed method uses an algorithm sim-
ilar to Huffman coding, so we call the resultant scheme
Huffman-DHT. We show through simulations that the pro-
posed method reduces the average number of hops for in-
dex accesses in the construction process, and consequently,
balances the traffic load for index construction and manage-
ment.

Copyright c© 2009 The Institute of Electronics, Information and Communication Engineers
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The rest of this paper is organized as follows. We
briefly survey P2P IR systems in Sect. 2, and overview the
indexing schemes for P2P IR systems in Sect. 3. In Sect. 4,
we describe the new peer searching method that balances the
load of peers. Section 5 presents our experimental results.
Section 6 concludes this paper and outlines future research
directions.

2. Related Work

We explain the related workon searching and load balancing
in P2P IR. For realizing a precise search, the P2P IR stud-
ies construct a global index and manage information about
the occurrence of terms in shared documents. In P2P IR
systems using unstructured P2P networks, a node floods a
global index with a gossip algorithm and shares informa-
tion concerning the peers’ document collections [6]. Since
the index is shared by all the nodes, the index cannot be
updated frequently. On the other hand, in P2P IR systems
using structured P2P networks, a node makes a global in-
dex using a DHT [7]–[9]. In structured P2P IR systems, a
term is assigned to the appropriate node, whose hash value
is near the hash value of the term. We call the node an in-
dex node for the term. Every node maintains the part of the
global index related to the assigned terms on the DHT. Two
types of global indices have already been proposed. One
is a term-to-peer index where the terms are indexed by a
peer’s collection [7]. As each node maintains a peer list
for the assigned terms, the term-to-peer index cannot dis-
tinguish between the documents in the same peer’s collec-
tion and has worse search performance than a centralized in-
dex [11]. Many peer selection strategies have been proposed
for more efficient searching, such as CORI [12], the overlap
awareness strategy [13], global document frequency estima-
tion [14], and term co-occurrences [11], [15]. The other type
of index is a term-to-document index where the terms are
indexed by document [8], [9]. We show how to create the
term-to-document index in Sect. 3. The term-to-document
index can directly refer to the term frequency of a specific
document without accessing the document, and its search
performance is as good as that of a centralized index. How-
ever, the indexing cost is heavy. A query-driven index can
reduce the cost by indexing only those terms that have oc-
curred in queries. In the index, the terms that are not in-
dexed must be searched via a broadcast, and because of this,
the search efficiency of the query-driven index is inferior to
that of systems using a term-to-document index that has the
information of all the terms in the documents.

In structured P2P IR systems using ordinary DHT,
terms are assigned to nodes on the basis of the hash func-
tion. Owing to this node ID assignment, the nodes re-
sponsible for a frequent term get heavier loads because
they are frequently accessed when documents get regis-
tered in the index. Thus, structured P2P IR systems needs
load balancing techniques. Those load balancing tech-
niques include the virtual server [2], the local and random
probes algorithms [16], pair-wise interactions of peers [4],

and proximity-aware balancing [17]. These techniques can
improve the node ID assignment in a DHT and can be used
in any P2P applications. However, they impose an extra traf-
fic load to modify the IDs.

Search efficiency depends on the quality of the global
index. Although registering a document in the index costs
more in structured P2P IR systems than in unstructured sys-
tems, structured systems can retrieve relevant documents
with higher precision. In particular, the systems using a
term-to-document index have a better search performance.
An ideal P2P IR system can make a precise search for doc-
uments, and constructs an index at a lower cost. To achieve
this goal, we used the term distribution and refined the
DHT structure to overcome the inefficient index construc-
tion drawback.

3. Background

3.1 Indexing and Data Allocation Scheme in P2P IR Sys-
tems

In this section we explain the term-to-document indexing
scheme in P2P IR systems using structured P2P networks.

The global index consists of inverted indices for each
term. An inverted index for a term is held by the appropri-
ate node, whose hash value is similar to the hash value of
the term. The inverted index maintains three values for a
document, the file name, the term weight in the document,
and a pointer to the data of the document. A node regis-
ters document information to the indices of each term in the
document.

The term weight in the indices is usually measured
using the term and document frequencies. For exam-
ple, Concordia [9] uses a probabilistic model and the term
weighting formula proposed by [18], which is a variation of
BM25 [19].

When given a query consisting of a set of terms, the
system connects directly to the index nodes for each term in
the query and refers to each index in the nodes. The system
calculates the relevance score of each document to the query,
and gathers relevant documents with high scores from the
network. Figure 1 shows the indexing and retrieving scheme
in P2P IR systems.

Fig. 1 Indexing scheme in P2P IR.
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3.2 Indexing Cost

We compare the term-to-peer index [7] and term-to-
document index [8], [9] from the standpoint of indexing
cost.

Let us first consider the cost T1 of a node in P2P IR
methods using a term-to-peer index registering a document
collection summary for every term to the index nodes on the
DHT. Let f (t) be the cost required for calculating the weight
of t, and W be the set of terms in the collection. Then, T1

can be written as:

T1 =
∑
t∈W

f (t).

The number of registrations to the indices in [7] is |W |.
On the other hand, the cost T2 that a node in P2P IR

methods using a term-to-document index needs to register
each document for every term in its collection to the index
nodes on DHT is

T2 =
∑
d∈C

⎛⎜⎜⎜⎜⎜⎝
∑
t∈d

f (t)

⎞⎟⎟⎟⎟⎟⎠ ,

where d denotes a document and C denotes a collection. The
number of registrations to the indices in the P2P IR methods
is represented as:
∑
d∈C
|d|,

where |d| is the length of a document d.
It is clear that the indexing cost in P2P IR methods us-

ing a term-to-document index will be lower if a node reg-
isters a set of documents including the same term. How-
ever, the number of index records is still larger than that
of methods using a term-to-peer index. Although a term-
to-document index costs a lot, it is useful for IR because it
has enough term information to adapt IR algorithms. There-
fore, we would like to refine the term-to-document indexing
method.

4. Huffman-DHT

4.1 System Overview

The proposed P2P system uses the term-to-document in-
dex on top of a structured P2P system to provide the doc-
ument management and retrieval functions. We can use any
structured P2P system that uses a 1-dimension key space
such as Kademlia [3] and Chord [2]. We are currently using
Kademlia for our implementation.

In the initializing phase, a trigger node takes an initial
set of document collection and estimates the probability dis-
tribution of the word frequencies and constructs the coding
tree described in Sect. 4.2. The initially constructed coding
tree is copied to all the nodes attached to the P2P network.
Each node constructs the index of the corresponding terms

described in Fig. 1 in Sect. 3.1. Each node also allocates
the documents and their replicas to the appropriate nodes by
using the data allocation scheme proposed in [7] and [9].
Then, the P2P system initiates the document management
and retrieval services.

In the running phase, a query can be issued from any
node in the P2P network by using the procedure described
in Sect. 4.4. A new document is also registered by any of the
nodes by using the procedure described in Sect. 4.5.

When joining a P2P system, a new node first contacts a
node and participates in the network according to the joining
procedure of the underlying structured P2P system. Then,
the node that is joining the system copies the coding tree
from the contacted node, whereas it copies the index for its
corresponding term from a neighbor node in the underly-
ing structured P2P system. The corresponding term is deter-
mined by using the procedure described in Sect. 4.3. When a
node leaves the system, it searches for the nodes that should
manage its index, and transfers the index to them.

4.2 Huffman Coding

A Huffman-DHT assigns an ID to each node. Let us denote
the ID by a bit vector b1b2 · · · bl, where bi (1 ≤ i ≤ l) is a
0 or 1. For nodes p and q, the distance between p and q
is defined as |id(p) − id(q)| where id(·) is the ID of a node.
Each node has a list of addresses of the other nodes in the
same way as in an ordinary DHT.

We need to construct a coding tree for frequent terms,
and we need to know the probability distribution of terms
when coding. We can use the document frequency distribu-
tion for coding, because the document frequency of a term
denotes the number of accesses to index nodes when doc-
uments are registered. We estimate the distribution from a
sample document set S . Let df (t, S ) denote the document
frequency of a term t in the sample document set S . We
select the top k terms in descending order of df (t, S ) as fre-
quent terms, where k is a parameter of the Huffman-DHT.
The remaining terms are assigned to the ID calculated by a
hash function in the same way as in the distributed index [7],
[9]. We estimate the probability of a term t in the frequent
terms T by

p(t) ≡ df (t, S )∑
t∈T df (t, S )

.

Then, we construct the coding tree using the Huffman cod-
ing algorithm [20]. Figure 2 shows an example of a coding
tree. As shown in the figure, we use the binary alphabet for
coding.

The reasons we encode only the frequent terms are:

• we can reduce the size of the coding tree that must be
shared by all nodes,
• the coding is effective for frequent terms, and
• we can estimate the distribution from a small document

sample.
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Fig. 2 ID space construction in Huffman-DHT.

4.3 Node Assignment

For a frequent term t, let c1 · · · cm be its Huffman code. If
the code length m is longer than the bit vector length l of
the node IDs, the code is truncated to l bits, and the term
is assigned to a node whose ID is closest to the truncated
code c1 · · · cl. Otherwise, a term is assigned to a set of nodes
whose IDs are between c1 · · · cm0 · · · 0︸�����������︷︷�����������︸

l

and c1 · · · cm1 · · · 1︸�����������︷︷�����������︸
l

.

We refer to this node set as an encoded node cluster for t. If
t is not in the frequent terms, it is assigned to the encoded
node cluster for the frequent term whose ID is the closest
to its ID. Note that a more frequent term is encoded with
a shorter code by Huffman coding, and therefore, it is as-
signed to a larger encoded node cluster. Figure 3 shows the
assignment of frequent terms and the node assignment in
Fig. 2.

4.4 Node Search

Suppose a node, referred to as a query node, searches for an
index node of a term t.

If t is a frequent term, the query node encodes it by
using the coding tree. Otherwise, the node finds a term t′
in a list of the frequent terms whose hash number is nearest
that of t, and assigns t as the code of t′. The query node
recursively performs the following steps:

1. If the query node knows the address of a node in the
encoded node cluster for t, it returns the address.

2. Otherwise, send the query to the node in the address
list whose ID is the closest to one in the encoded node
cluster.

The node search method differs from that in an ordi-
nary DHT where Huffman-DHT finishes searching when it
reaches any one node in the encoded node cluster. We can
find an index node in fewer hops than it would take with
an ordinary DHT. Moreover, we can find index nodes of a
more frequently appearing term with fewer hops, because

Fig. 3 Node assignment process.

the encoded node cluster is larger for more frequent terms.
In P2P IR systems using an ordinary DHT, the maxi-

mum number of hops required for searching the node which
manages an objective term tk is:

hbaseline(tk) = O(log n), (1)

where n is the number of nodes in the P2P network. This
number is the same as the number of hops required for ac-
cessing the objective node using the ordinary DHT.

On the other hand, the maximum number of hops re-
quired for retrieving a term in P2P IR systems using a
Huffman-DHT is based on its document frequency. Accord-
ing to Zipf’s Law, the term occurrence probability of term tk
is defined as:

Ptk =

1
ks∑|W |

x=1
1
xs

, (2)

where s is the value of the exponent characterizing the dis-
tribution. In the Tipster 3 collection, s is about 1. According
to the Huffman coding theory, the maximum code length of
tk in a Huffman-DHT created from the top M frequent terms
is:

max(ltk ) =

⎧⎪⎪⎨⎪⎪⎩
− log Ptk + 1 (k ≤ M)

− log PtM + 1 (otherwise).
(3)



2068
IEICE TRANS. INF. & SYST., VOL.E92–D, NO.10 OCTOBER 2009

As we described in Sect. 4.3, a term is assigned one of the
codes of the top M frequent terms. Therefore, the code
length does not exceed that of tM . The maximum number
of hops in P2P IR systems using Huffman-DHT depends on
the code length of the object and the number of nodes in
the network. When the network is small and the number of
nodes in the encoded node cluster of a term is one, the max-
imum number of hops for retrieving the term is the same as
the number of hops required for accessing the objective node
using an ordinary DHT. On the other hand, when the net-
work is large and the number of nodes in the encoded node
cluster of a term is large, the maximum number of hops for
retrieving the term depends on the document frequency of
the term. The maximum number of hops for retrieving the
nodes which manages tk is:

hHD(tk)

=

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

min{− log Ptk + 1, O(log n)},
(k ≤ M)

min{− log PtM + 1, O(log n)},
(otherwise)

(4)

From Eqs. (1) and (4) it is clear that the proposed Huffman-
DHT is superior to ordinary DHT in searching a node for an
objective term.

4.5 Document Registration

In the proposed Huffman-DHT, the index for each term is
copied to multiple nodes. In the current implementation,
each index per document represented by 512 bits consisting
of 320 bits for document file name, 32 bits for term weight,
and 160 bits for document location. Although the index size
is small, since the number of nodes can be large for fre-
quent terms, document registration may cause burst traffic
if we access all the nodes in an encoded node cluster for
a frequent term at one time. Therefore, we adopted a two-
phase registration procedure; first the document information
is registered into the index of one node in the corresponding
encoded node cluster, and then propagates the modification
later.

Suppose a node referred to as a register node adds doc-
ument information to the index. In the Huffman-DHT ap-
proach, a document is registered into the index using the
following steps:

1. For each term t in the document:

a. The register node searches for an index node of t
by using the procedure described in Sect. 4.4,

b. The register node makes the index node modify
the entry of t so that it contains the document in-
formation.

For the propagation, we introduce the parameter
QSync, which controls the propagation delay. When a node
receives a registration QSync times, it propagates the mod-
ifications of the index, i.e., the address list of the registered

documents, to all the nodes belonging to the same node clus-
ter. When QSync = 1, the registered document information
is immediately propagated, i.e., the index is fully synchro-
nized, but this may cause burst traffic. For a large QSync,
the propagation is delayed, but we can reduce the total traf-
fic for the propagation by merging the QSync modifications
into one propagation.

The propagation cost increases as the number of nodes
in an encoded node cluster increases. Suppose the minimum
and the maximum depth of the Huffman-DHT are dmin and
dmax, respectively. When the number of nodes in the P2P
system exceeds 2dmin , the Huffman-DHT begins to assign
multiple nodes to frequent terms. When the number reaches
2dmax , the largest encoded node cluster size then becomes
2dmax−dmin . For a cluster consisting of m nodes, the propaga-
tion requires m − 1 messages [21]. Therefore, the Huffman-
DHT requires a large amount of traffic for the propagation
of a large cluster. This is the main drawback of the proposed
method.

4.6 Load Balancing in Document Registration

In P2P IR systems, a node has a set of inverted indices of
assigned terms. The number of registration accesses for a
term tk is in proportion to its document frequency df (tk,C).
In an ordinary DHT, the term ID of tk is determined by its
hash value. Therefore, the term IDs distribute over the hash
space uniformly if the number of terms is large enough. The
size of the space allocated to tk is given by:

SpaceDHT (tk) =
1
|W | . (5)

The density of the registration access cost is:

dDHT (IDtk ) =
df (tk,C)

SpaceDHT (tk)

= |W | · Ptk ·
∑
d∈C
|d|, (6)

where Ptk is the appearance probability of term tk. From
Eq. (6), it is clear that the index registration access cost is
influenced by not only the node ID assignment but also the
term ID assignment.

On the other hand, in the Huffman-DHT, a frequent
term is assigned to a short ID, and allocated a large space
in the Huffman-DHT ID space. The size of the space allo-
cated to tk and the density of the index registration access
cost in the Huffman-DHT approach is:

SpaceHD(tk) =
1

2ltk
� Ptk . (7)

dHD(IDtk ) =
df (tk,D)

SpaceHD(tk)
=
∑
d∈C

Nt∈|d|. (8)

From Eq. (8), dHD(IDtk ) is a constant related to the docu-
ment collection. The Huffman-DHT is free from the influ-
ence of the term ID assignment. Therefore, the index reg-
istration cost in Huffman-DHT is influenced by the balance
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of the coding tree of the Huffman-DHT and the node ID as-
signment.

5. Experimental Results

The Huffman-DHT aims at assigning statistically balanced
ID groups to terms that have a specific probability distribu-
tion. We conducted four simulation experiments to evalu-
ate the Huffman-DHT. The evaluations were performed on
the Tipster 3 collection that was used at TREC [22]. The
collection consists of 336,310 articles from the San Jose
Mercury News (1991), the Associated Press (1990), U.S.
Patents (1983-1991), and Information from the Computer
Select disks (1991, 1992) copyrighted by Ziff-Davis. We re-
moved the stopwords and converted the remaining words to
stems using the Porter stemmer [23].

5.1 Estimation of DF Distribution

First, we examined the document frequency distribution.
Figure 4 shows the distribution of the Tipster 3 collec-
tion. The collection contains 817,897 terms in the total
53,445,728 words. Figure 5 shows the cumulative distribu-
tion of term occurrences. The terms are sorted by document
frequency and assigned IDs by the hash function. The sum
of the document frequencies of the top 4,580 frequent terms
(0.56% terms in the collection) makes up about 80% of the
total number of document frequencies. Therefore, by bal-
ancing the index construction cost for this small amount of
frequent terms, we can distribute the total index construction
cost among the nodes equally.

Second, we conducted an experiment on estimating the
document frequency distribution over the terms. For the
Huffman-DHT, we need to estimate the document frequency
distribution and extract frequent terms from a small num-
ber of samples of the document collection. We compared
the document frequencies distribution estimated from ran-
domly selected sample documents with the distribution esti-
mated from the whole Tipster 3 collection. Figure 6 plots the
Kullback-Leibler divergence between the two distributions

Fig. 4 Document frequency distribution.

with respect to the number of sample documents. To handle
terms whose document frequency was zero in the sampled
documents, we smoothed over the distributions estimated
from the sample documents by using the Laplace smoothing
technique. As shown in the graph, the divergence converges
at a small number of sample documents. Therefore, the DF
distribution of frequent terms can be estimated from a small
document collection.

5.2 Hops Required for Node Search

We conducted an experiment to find the number of required
hops to search, a node assigned to an objective term using
the Huffman-DHT. In this experiment we used the top 4,580
most frequent terms in the Tipster 3 collection to create a
Huffman-DHT. These terms occupied 80% of the total doc-
ument frequencies of all the terms. The mininum and the
maximum depth of the resultant Huffman-DHT tree are 8
and 15, respectively.

Figure 7 shows the average number of hops needed to
search a node with respect to the number of nodes in P2P IR
systems. In the graph, the number of nodes is plotted in log
scale. The lines represent a P2P IR system using an ordinary
DHT and a system using the Huffman-DHT.

As shown in the graph, the Huffman-DHT reduced the

Fig. 5 Cumulative distribution of term occurrences.

Fig. 6 Similarity between estimation and actual distribution.
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Fig. 7 Average no. of hops for node search.

required number of hops for searching a node as we dis-
cussed in Sect. 4.4. The graph also shows that Huffman-
DHT is more effective for large P2P systems consist of more
than 1,000 nodes. This means the Huffman-DHT is more
scalable than an ordinary DHT. In this experiment, the min-
imum depth dmin of the coded tree is 8. Therefore, the effect
of the Huffman-DHT begins to appear when the number of
nodes exceeds 2dmin because the path to frequent terms in the
tree becomes shorter than that of less frequent terms, and so
do the required hops. When the number of nodes exceeds
the maximum depth 2dmax of the tree where dmax = 15 in this
case, the required number of hops for a term becomes ex-
actly the same as the depth of the term in the encoded tree.
Therefore, the required number of hops remains the same
when there are more than 2dmax nodes.

5.3 Registration Access Balancing

In an ordinary DHT, the index nodes of frequent terms
are accessed frequently for document registration. Hence,
these nodes become “hot spots”. On the other hand, in the
Huffman-DHT, the number of index nodes of a term depends
on the term’s document frequency. Therefore, the document
registration accesses are shared among nodes.

We conducted an experiment on registration access bal-
ancing in a Huffman-DHT. The experiment measured the
accesses to each node to register a document collection in
an ordinary DHT and a Huffman-DHT. Let a(p) denote the
number of accesses at node p. The following ratio of the
maximum to minimum numbers of accesses is the metric of
the load concentration:

maxp∈N a(p)

minp∈N a(p)
,

where N is a set of nodes in the network. Figure 8 plots
the load concentration with respect to the number of nodes,
where one line represents the load concentration for an ordi-
nary DHT and the other lines represent the load concentra-
tions for the Huffman-DHT for the delay parameter QSyncs
of 1, 5, 10, and 20. The graph shows that the Huffman-DHT
is more effective when a P2P system consists of more than

Fig. 8 Registration access balancing.

Fig. 9 No. of messages required for synchronization.

100 nodes, even if synchronization messages are needed. In
an ordinary DHT, as the number of nodes increases, each
node maintains the indices of reduced number of terms.
Then, a node including indices for frequent terms are ac-
cessed more frequently than a node for less frequent terms.
Therefore the load concentration increases as the number of
nodes increases. On the other hand, in the Huffman-DHT,
the term is assigned to a node depending on its frequency.
This mechanism balances the accesses to the nodes in the
P2P system.

For the minimum depth dmin of the coding tree, when
the number of nodes exceeds 2dmin , the Huffman-DHT be-
gins to assign frequent terms to multiple nodes and propa-
gates the updated information of an index. Therefore, the
concentration ratios of Huffman-DHT differ from one other
depending on the parameter QSync.

5.4 Overhead Caused by Synchronization

As we described in Sect. 4.5, Huffman-DHT needs to prop-
agate the updated index when the number of nodes exceeds
2dmin where dmin denotes the minimum depth of the encoded
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tree. We registered documents in the corpus and measured
the number of updated indices for synchronization for var-
ious node sizes and the parameter QSync. Let us call an
updated index sent for synchronization a message. Figure 9
shows the average messages sent to register one document
with respect to the number of nodes in the system. As shown
in the figure, the system begins to send messages when the
number of nodes is 2dmin and number of messages increases
as the number of nodes increases.

6. Conclusion

This paper proposes the Huffman-DHT as a means of bal-
ancing the index registration accesses among peers and re-
ducing the load concentration for P2P IR systems. The
Huffman-DHT assigns the index of a more frequently ap-
pearing term to a larger set of nodes by using the Huffman
coding algorithm. We showed through simulations that the
Huffman-DHT

• reduces the average number of hops to access a node
with the index of the objective term, and
• equally distributes the index management costs among

nodes

compared to an ordinary DHT in P2P IR.
A Huffman-DHT requires the probability distribution

of the term occurrence and all the nodes keep a copy of the
distribution. We proved that we can estimate the probability
distribution from a small number of sample documents and
this is sufficient for nodes to share the probabilities for a
small set of frequently appearing terms.

The drawback of Huffman-DHT is its overhead in syn-
chronizing the index update among replicas. We found from
the experimental results that Huffman-DHT is effective for
mid-size P2P system.

In order for Huffman-DHT to be effective for larger
P2Ps, we need to improve the index synchronization meth-
ods. We plan to improve the method in two directions. One
direction is to avoid the burst traffic caused by update prop-
agation. The current system introduces a delay parameter
to reduce the concentration of update traffic all at one time.
We want to develop a mechanism to send an updated index
when the network is less crowded. Another direction is to
reduce the update messages.

We need to construct an encoded tree in the Huffman-
DHT first. If the term frequency distribution is not stable
enough for document registration, we need to modify the
encoded tree. We showed that the distribution can be esti-
mated from a small number of documents, but we need a
more efficient encoded tree modification method. This is
another future work of ours.

The other problem is the query processing cost. The
Huffman-DHT was constructed according to the probability
distribution of the terms in the documents. The probabil-
ity distribution of the query terms may be different from the
distribution of the terms in the documents. We need to eval-
uate the effect of the probability distribution discrepancies

on the query processing efficiency. We plan to conduct ex-
periments on this issue in near future.
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