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1 Introduction
Information in the World Wide Web (WWW) is in-

creasing explosively and the needs to search for useful
information are increasing. A certain amout of these
needs are to search for people using personal name
queries. Since a name is often shared by several people,
search results for a name query often contain documents
relevant to more than one person.

In this research, we use a reranking method to differ-
entiate the person of interest from other people. First,
users select from the result set a document mentioning
the person of their interests. Then, the system reranks
documents in the order of relevances to the selected
document. We use web directories to improve the mea-
surements of document similarities. We use the latent
Dirichlet allocation method(LDA)[2] to extract topics
in web directories and use extracted topics to modify
documents in search results.

2 Related works
In [1], they used the vector space model method to

create context vectors of people and used inner products
of context vectors for document similarities. In [5], they
built contexts of people using the second order context
vector method. This method used statistical calcula-
tions on documents and terms to recognize important
terms related to contexts of people. In [3], they ex-
tracted key phrases in documents and used information
from search engines to enrich contexts for key phrases.
In [4], they used a named entity recognition method to
extract entities related to people to and built contexts
of people.

3 Our approach

3.1 Extraction of topics in web directories
We use the LDA method[2] to extract latent topics

in web directories. Let D, T , and W be the numbers
of directories, latent topics, and different words, respec-
tively. For a directory dir, its topic distribution is rep-
resented by a vector Θdir = (ϑdir,1, ϑdir,2, ...ϑdir,T ). In
the conventional LDA method[2], the probability dis-
tribution of topic vectors is assumed to follow the same
Dirichlet prior for all documents. However, since we
know that each directory has its own specific topic, we
assume that documents in a directory are influenced
mainly by the specific topic associated with that di-
rectory, while receiving small influences from topics of
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other directories. A hyper-parameter vector ~α(dir) for
a directory dir is set to have a large hyper-parameter
αdir = kα for its associated specific topic, and small
hyper-parameters αj = α for other topics j 6= dir:
~α(dir) = (α, α, ..., αdir = kα, ..., α).

The topic distribution vector of the directory dir has
the distribution density as follows.

P (Θdir|~α(dir)) =
Γ((k + T − 1)α)
Γ(kα)Γ(α)T−1

ϑα−1
1 ·...ϑkα−1

dir ...·ϑα−1
T

(1)
We call k the bias factor of directories.

For a topic t, its word distribution is represented by
a vector Φt = (ϕt,1, ϕt,2, ...ϕt,W ). The probabilitis-
tic density of Φt is also assumed to follow a Dirichlet
distribution.

P (Φt|~β) =
Γ(

∑W
i=1 βi)∏W

i=1 Γ(βi)
ϕβ1−1

1 ...ϕβW−1
W (2)

where ~β = (β1, β2, ..., βW ) and β1, β2, ..., βW are hyper-
parameters.

The Gibbs sampling method is used to assign a topic
ID for each word in documents and to calculate topic
distribution vectors. In our research, since we use dif-
ferent sets of hyperparameters for different directories,
the new update formula in the Gibbs sampling proce-
dure is as follows.

P (ti = t|−→t−i,
−→w ) ∝
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,

if t = dird

n
(t)
−i,dird

+α
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if t 6= dird

(3)

where w = wi, dird is the directory contains wi, n
(t)
−i,dird

is the number of words in dird to be assigned topic t

except wi, and n
(w)
−i,topict

is the total number of times
the word w is assigned topic t except wi.
3.2 Document similarities

Topic feature vectors of words
We calculate a feature vector for word w using the

probability P (w|t) as follows.

−→pw = (pw,1, pw,2, ..., pw,T ) (4)

where pw,t ∝ P (w|t). We normalize −→pw so that the
summarization of pw,t is equal to 1.

Topic feature vectors of documents
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Given a word w is observed, we learn the topic dis-
tribution attached with w: (pw,1, pw,2, ..., pw,T ). If we
do not observe w, the topic distribution is the same
for all topics: ( 1

T , 1
T , ..., 1

T ). Therefore, the information
amount conveyed by w is the difference of information
amounts between these two distributions.

weight(w) = log T +
T∑

t=1

pw,t log pw,t (5)

The topic feature vector for a new document d is a
combination of word feature vectors.

−→ρd =
∑

w∈d

weight(w) · −→pw

= (ρ1, ρ2, ..., ρT ) (6)

Modification of documents
We use a topic t to modify a document d as follows.

Denote
−→
d = (tf1, tf2, ..., tfW ) as the original document

vector, where tfw is the number of times word w ap-
pears in d. Denote the modified document as dt and
its vector as

−→
dt = (tf(t)1 , tf(t)2 , ..., tf(t)W ). We assume that

terms in the modified document are generated by either
the original document d or the topic t. The probability
that the modified document dt generates a word w is
derived as follows.

P (w|dt)
= 1− P (dt not generate w)
= P (w|d) + P (w|t)− P (w|d)P (w|t) (7)

tf(t)w = P (w|dt) · length(d) (8)

Measurement of similarities
Denote (d1, d2) as a pair of document. For each doc-

ument di(i = 1, 2), we select m topics that have the top
m values of ρi,t. We call these topics as representative
topics for the document and denote the set of topics
as Ri = {ti,1, ti,2, ..., ti,m}. We calculate a document
similarity via a topic t ∈ R1 ∪R2.

Sim(d1, d2, t) = ρ1,tρ2,t
−→
d1,t

−→
d2,t (9)

Next, the document similarity of (d1, d2) is defined as
the summarization of document similarites via all rep-
resentative topics t ∈ R1 ∪R2.

Sim(d1, d2) =
∑

t∈R1∪R2

ρ1,tρ2,t
−→
d1,t

−→
d2,t (10)

4 Experiments
We sent 24 name queries to the Google search en-

gine1 to get the top 100 documents for each query and
disambiguated personal names in each result set. We
collected web directories from three web directories: the
Dmoz directory2, the Google directory3 and the Yahoo
directory4. We disambiguated personal names by docu-
ment reranking. First, users selected a document refer-
ring to the person of interests and notified the system.

1http://www.google.com
2http://www.dmoz.org
3http://directory.google.com
4http://dir.yahoo.com

Then, the system reranked documents based on the sim-
ilarities to the selected document. We evaluated the dis-
ambiguation performance by measuring precision values
with respect to recalls. We compared our approach with
the vector space model method and the named entity
recognition method. The results were shown in Fig. 1.
In terms of averaged precisions, the vector space model
method got the performance of 68.6%, the named en-
tity recognition method got the performance of 67.6%
and our approach got the performances from 73.1% to
75.0%.

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 0  0.2  0.4  0.6  0.8  1

P
re

ci
si

on
Recall

NER
VSM

Use Google
Use Yahoo
Use Dmoz

Fig. 1: Disambiguation performances by methods

5 Conclusions
In this paper, we reported our research on name dis-

ambiguation in the web. We proposed a new approach
that used web directories to measure document similar-
ities more effectively. These similarity results were used
to disambiguate personal names by the mean of docu-
ment reranking. We carried experiments on real docu-
ments from the web and verified the improvements of
our approach over the vector space model method and
the named entity recognition method.
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