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Personal Name Disambiguation in
Web Search Using Knowledge Base
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Results of queries by personal names often con-

tain documents related to several people because of

the namesake problem. In order to differentiate docu-

ments related to different people, an effective method

is needed to measure document similarities and to find

documents related to the same person. Some previous

researchers have used the vector space model or have

tried to extract common named entities for measuring

similarities. We propose a new method that uses Web

directories as a knowledge base to find shared contexts

in document pairs and uses the measurement of shared

contexts to determine similarities between document

pairs. Experimental results show that our proposed

method outperforms the vector space model method

and the named entity recognition method.

1. Introduction

The prevalence of the Internet in daily life has made the

World Wide Web(WWW) a huge resource for information. In-

formation in the WWW comes from many sources, including

websites of companies, organizations, communities, personal

homepages, etc. In such a heterogeneous environment, in-

formation about one person tends to be scattered in various

places. Suppose we want to search for information about a

person. We may send a query containing his name to a search

engine and get a set of documents containing his name. How-

ever, because of the namesake problem the set of documents

may contain documents related to several people. For exam-

ple, the top 100 pages from the Google search engine for the

query “Jim Clark” contain at least eight different Jim Clarks.

Among them, two people with the largest number of pages are

Jim Clark the Formula one world champion (46 pages) and

Jim Clark the founder of Netscape (26 pages). It would be

more easily for end-users to find their interested person, if we

can determine documents related to the same person. For this

purpose, to measure the closeness between pairs of documents

correctly is very crucial because it directly affects determining

performance. In some previous research [1, 2, 3, 9, 10, 11, 12],

several methods have been proposed to determine similarities

between document pairs. We propose a new method to effec-

tively measure document pair similarities. We use several sets

of documents on several topics as intermediate documents to

find out shared contexts in document pairs and measure the

weight of these shared contexts. These sets of documents can

be regarded as a knowledge base, an information source on var-
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ious topics. We chose to use Web directories for the knowledge

base because they are easy to get from the Web. We used

the Dmoz Web directories [5] in our research. Our proposed

method may be used in cooperation with some already existing

methods to improve the disambiguating performance.

2. Problem statement and related works

Bagga and Baldwin[9] solved the problem of personal name

coreference in news articles. They used the vector space model

(VSM) [7] to measure similarities between articles. A person

appearing in some news articles tends to be related to one event,

so that person’s relevant documents tend to discuss only one

story. However, a person in the Web may appear with more

than one event and their relevant documents may be about

different topics. Therefore, the VSM model may not work well

with web documents as with news articles.

Pederson et al.[1] calculated documents’ context vectors us-

ing the method second order context vectors [17]. Then, they

used the documents’ context vectors to cluster the documents

into groups. However, this approach is suitable only for peo-

ple whose names appear in a large number of documents be-

cause calculation of words’s context vectors requires word co-

occurrence information from a large number of documents.

Bekkerman and McCallumn[2] proposed a method to extract

a group of people simultaneously. People in this group are re-

lated to one another so their relevant web pages may share the

same topic and be connected. The researches proposed two

methods to extract a group of people: one that uses link infor-

mation in web pages and another that uses the Agglomerative

Conglomerative Double Clustering (A/CDC) clustering algo-

rithm to group together web pages with the same topic. The

use of this method is limited because when we search for a per-

son on the Internet, we may not know about his social network

in advance.

Extraction of personal profiles has been used in some other

researches [11, 3, 12]. Mann et al.[11] used the pattern match-

ing method to extract personal profiles (birthday, birth place,

occupation, etc). Guha et al.[3] used databases like DBLP [14],

Amazon [15] to extract books’ author names and research key-

words. Wan et al.[12] used natural language processing tech-

niques to extract named entities in documents.

3. Similarity via Knowledge Base (SKB)

3.1 Measuring document similarities
The vector space model (VSM) method measures the weight

of terms based on the number of times a term occurs in a doc-

ument (term frequency) and the number of documents that

contain the term (document frequency). It works well when re-

lated documents discuss the same specific topic and documents

share many common terms. However, a person in the web may

appear in different circumstances. Therefore, although his rel-

evant documents may be about the same general topic, their

specific topics may be different. In such a case, common terms

among documents are very few. When the number of common

terms is few, similarities calculated by VSM are not so effective

for differentiating documents relevant to different people.

We propose a new method to boost the weight of important

terms in order to measure document similarities when the num-

ber of common terms is small. Suppose that we have a set of

documents that are about topics close to those of a pair of doc-

uments. In the pair of documents, because of the small number

of documents and the shortness of documents’ length, keywords
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related with the topic may not appear more frequently than

other words. However, in the set of documents of a topic close

to the document pair, keywords appear more frequently than

other words. It is reasonable to assume that keywords in the

document pair appear as frequently as they do in the set of

documents if the relevant texts are longer. Therefore, we use

the frequencies of keywords in the set of documents to modify

the frequencies of keywords in the pair of documents.

This approach requires external sets of documents, so we pre-

pared some sets of documents on some topics. We call these

sets the knowledge base. Then we used this knowledge base

to find document sets that are close in topic to a pair of docu-

ments and modify their keywords’ term frequencies. We call our

method “Similarity via Knowledge Base” (SKB). The knowl-

edge base used in our SKB method can be seen as a kind of

training data. This kind of offline training data is independent

with online people being disambiguated. Also, the preparation

of this training data is not expensive because we may use al-

ready existing document categories (e.g. web directories) as

knowledge base.

3.2 Calculation algorithm
Figure 1 and figure 2 show the overview of the name disam-

biguation system using the knowledge base. It has three steps

as follows.

1. Preprocess documents

2. Find directories from the knowledge base that are close in

topic to a document and measure weight of terms using

these directories.

3. Measure similarity between a pair of documents using

knowledge base.

3.2.1 Preprocessing
We remove stop words and use the Porter algorithm[16] to

stem words to their root forms. Since web pages are noisy

information source so words being far from a personal name

may not relate with the concerned person. Therefore, we only

extract terms in a fixed window surrounding the personal name

to create a bag of words representing that person. In our ex-

periment, we experimentally set the window size to be 50.

3.2.2 Finding close directories and measuring term
weights

The traditional VSM uses the following formulas to calculate

term weights.

tf idf(t, d) = tf(t, d)× log(
N

df
) (1)

Here tf(t, d) is the frequency of term t in the document d.

We use the TREC-Web collection[13] to calculate the inverse

document frequency idf(t, TREC) of term t. N is the number

of documents in the TREC-Web collection.

Suppose that a directory Dir (a set of documents in the

knowledge base) is close in topic to the document d. Then the

distribution of a topic’s keyword term t in d and Dir should

be similar if d is long enough. Therefore, the larger a term t’s

weight tf idf(t, Dir) is, the larger that term t’s importance in

the document weight(t, d) should be.

We may use tf idf(t, Dir) in place of tf idf(t, d), but we still

want to keep the importance of tf idf(t, d), so we choose the

geometric mean as follows.

weight(t, d, Dir) ∝
p

tf idf(t, d)× tf idf(t, Dir) (2)

We have many directories and we want to make this impor-

tance comparable among them, so we normalize this impor-

tance by dividing it by the size of directories.

weight(t, d, Dir) =

s
tf idf(t, d)× tf idf(t, Dir)

length(Dir)
(3)

We use the following formula to calculate similarity between

a document d and a directory Dir.

SIM(d, Dir) =
X

t∈d∩Dir

weight(t, d, Dir) (4)

Then, for each document d, we select the top k directories

Dir1, Dir2, ...Dirk with the highest SIM(d, Dir) values as rep-

resentative directories for document d.

3.2.3 Measuring document pair similarities
Let (d1, d2) denote a pair of documents to be measured. For

each Diri in the representative directory set of d1, d2 we cal-

culate the similarity between (d1, d2) via a directory Diri as

follows

contribute(t, d1, d2, Dir) = weight(t, d1, Dir)×
weight(t, d2, Dir) (5)

SIM(d1, d2, Dir) =
X

t

contribute(t, d1, d2, Dir) (6)

where t ∈ d1 ∩ d2 ∩Dir.

Then, we calculate the similarity between (d1, d2) as follows.

SIM(d1, d2) = max
i

SIM(d1, d2, Diri) (7)

where Diri are representative directories of d1, d2.

3.3 Clustering documents
Suppose we have two document sets, and each set has only

documents related to the same person. If these two document

sets are similar enough to each other, both of them may be

about the same person, so we merge them together. The simi-

larity between two sets of documents is calculated as follows.

SIM(C1, C2) =

P
di∈C1 ,dj∈C2

SIM(di, dj)

|C1| × |C2| (8)
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The clustering algorithm is as follows. At the initial step each

document itself forms a singleton cluster. Then, we consecu-

tively merge the closest cluster pair until the ratio between the

number of clusters and the number of input documents is below

a certain threshold.

4. Experiment

4.1 Baseline methods
We chose two methods as baseline methods to compare with

our method: the vector space model (VSM) method and the

named entity recognition (NER) method.

4.1.1 Vector space model method
In the VSM method, we did preprocessing same as prepro-

cessing in our SKB method: we removed stop words and se-

lect 50 words before and 50 words after each personal query

name. Using this bag of words, we constructed a document

vector whose constituents are tf idf(t, d) values of all words in

the bag calculated using equation 1. We used the inner vector

product of document vectors as the similarity measurement of

document pairs.

4.1.2 Named entity recognition method
We used the LingPipe software[4] to extract named entities

inside a document and built a document vector using these

named entities. Constituents of vector were binary value (1

if a named entity appear in the document, 0 otherwise). The

inner vector product between document vectors was used for

similarity measurement.

4.2 Data sets
4.2.1 Knowledge base directories

We created a knowledge base by choosing 56 directories in

dmoz.org [5]. These directories are on various topics includ-

ing art, business, computer, games, history, home, news, recre-

ation, science, shopping, society and sports. Each directory

contains about 40 to 50 documents.

4.2.2 Test sets
We selected researchers in four fields: computer science,

physics, medicine and history. We chose six people from each

field, as shown in Table 1. We sent these names as queries to

the Google search engine[6] and selected the top 100 document

results containing the personal name. Each result set contained

documents referring to our selected person and documents re-

ferring to other namesakes. After removing the non-html doc-

uments, each collection had about 75 to 90 documents, among

them about 20 to 60 documents were documents related to our

selected person. Hereafter, we call a namesake with 20 to 60

relevant documents in the data set a major person and other

namesakes with a few number of relevant documents in the

data set minor people.

We tried to create test data as close to those of the real ap-

plication as possible. In a real information retrieval system,

we would not know the number of namesakes that result docu-

ments refer to in advance. Also, in the result set, some people

would have many relevant documents while other people would

have only a few relevant documents. Therefore, we created

pseudo-namesake data by mixing two document collections cor-

responding to the search results for two names of two people in

different research fields. This yielded 6× 6× `4
2

´
= 216 pseudo

namesake data. Each pseudo-namesake data created in this

way had two major people and several other minor people.

4.3 Evaluation
We evaluated the performance of disambiguating major peo-

ple as follows.

Table. 1 Data sets
Field Name

Computer Adachi Jun, Sakai Shuichi

science Tanaka Katsumi, John D. Lafferty

Tom M. Mitchell, Andrew McCallum

Paul G. Hewitt, Edwin F. Taylor

Physics Frank Bridge, Kenneth W. Ford

Paul W. Zitzewitz, Michael A. Dubson

Scott Hammer, Thomas F. Patterson

Medicine Henry F. Chambers, David C. Hooper

Michele L. Pearson, Lindsay E. Nicolle

John M. Roberts, David Reynolds

History Thomas A. Brady, William L. Cleveland

Thomas E. Woods, Peter Haugen
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Fig. 3 Performance of VSM method

Labeling documents

We labeled documents in the clusters as follows. We removed

clusters whose size was less than or equal to three. From re-

maining clusters, we selected two clusters, each of the two con-

tained the most number of documents relevant to each major

person. We marked documents in each cluster with the label

of that major person’s name.

Evaluation metrics

Denote Ni labeled as the number of documents being labeled

with ith person’s name label (i = 1, 2). Denote Ni correct as

the number of documents correctly being labeled with ith per-

son’s name label (i = 1, 2). Denote Ni total as the total num-

ber of documents relevant to ith person (i = 1, 2). We calcu-

lated the top averaged precision (Ptop aver), top averaged recall

(Rtop aver) of the labeling result. We also calculated the har-

monic mean (Fmeasure top aver) of Ptop aver and Rtop aver.

Pi =
Ni correct

Ni labeled
(9)

Ri =
Ni correct

Ni total
(10)

Ptop aver =
P1 + P2

2
(11)

Rtop aver =
R1 + R2

2
(12)

Fmeasure top aver =
2Ptop aver ×Rtop aver

Ptop aver + Rtop aver
(13)

4.4 Experimental results
We varied the stopping condition of the clustering algorithm

(i.e. the ratio between the number of clusters and the number of

input documents) and measured the values P, R, and Fmeasure.
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Fig. 4 Performance of NER method
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Fig. 5 Performance of SKB method with 56 directories

We carried experiments with 216 pseudo namesake data and

took the averaged performance. Figure 3,4,5 show the results

for three methods: VSM, NER, and SKB, respectively. As

we can see from these figures, in terms of precision, the order

of better performance is the NER method, the SKB method

and the VSM method. However, in terms of recall, the order

becomes the SKB method, the VSM method, and the NER

method. In terms of Fmeasure top aver, which considers both

the precision and the recall simultaneously, the SKB method

has the best performance with 52.2%, followed by the NER

method with 51.2% and the VSM method with 43.6%.

We also investigated the sizes of top clusters corresponding to

major people at the top Fmeasure top aver. The averaged sizes

of the two top clusters in the 216 test sets for the SKB method

are 44.1 and 23.3, while those for the NER method are 28.4 and

27.8, and those for the VSM method are 44.5 and 17.4. These

cluster size numbers are close to the numbers of documents of

major people that we have prepared.

5. Conclusion

In this research we focused on the problem of disambiguate

personal name in web search results. To solve this problem, we

have proposed a new method to measure the similarities be-

tween documents: similarity via knowledge base (SKB). Our

method uses a knowledge base to find out topic words, which

are important keywords in documents, in order to find out

shared contexts of documents and to more easily calculate the

weight of the shared contexts. Then, we use these similarity

results for the agglomerative clustering to group related docu-

ments together. Our SKB method performed better than two

traditional methods: the vector space model (VSM) method

and the named entity recogniton (NER) method.
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