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Abstract

Frequent requests from users to search engines on the World Wide Web are to search for information about people
using personal names. Current search engines only return sets of documents containing the name queried, but, as several
people usually share a personal name, the resulting sets often contain documents relevant to several people. It is necessary
to disambiguate people in these result sets in order to to help users find the person of interest more readily. In the task of
name disambiguation, effective measurement of similarities in the documents is a crucial step towards the final disambig-
uation. We propose a new method that uses web directories as a knowledge base to find common contexts in documents
and uses the common contexts measure to determine document similarities. Experiments, conducted on documents men-
tioning real people on the web, together with several famous web directory structures, suggest that there are significant
advantages in using web directories to disambiguate people compared with other conventional methods.
© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction

Searching for information about a person on the World Wide Web (WWW) is an increasing requirement in
information retrieval. As the population of the WWW is increasing rapidly, the WWW has become the largest
document resource ever seen. Search engines are effective tools to help users retrieve documents from such a
huge database. Of the queries by users to search engines, a certain portion of queries, from 5% to 10%,
includes people’s names (Guha & Garg, 2004).

Search results returned from search engines for a personal name query often contain documents relevant to
several people because a name is usually shared by several people. For example, in the top 100 results returned
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by the Google search engine' for the name query “Jim Clark”, there are at least eight different Jim Clarks. Due
to this name ambiguity problem, users have to manually investigate the result documents to filter out people in
whom they have no interest.

In our research, we endeavor to disambiguate people cited in the result set by reranking documents accord-
ing to their relevancies to a certain person. First, users notify the search engine their person of interest by
selecting one document. Then, upon receiving the user’s selection, our system will rerank documents in the
result set by the relevance order to the selected document.

In previous studies, researchers focused on disambiguation of people in some types of documents, such as
scientific publications (Han, Giles, Zha, Li, & Tsioutsiouliklis, 2004) or newspaper articles (Bagga & Baldwin,
1998). However, documents on the web have distinct characteristics that differ from scientific documents or
news articles. Documents on the web are ‘noisy’, cover a broad range of topics, and come in various formats.
In addition, the amount of information referring to a person varies from few sentences to the whole document.
Therefore, previous approaches are limited when disambiguating people in web documents.

To disambiguate people in web documents, we propose a new method that uses web directories to improve
the disambiguating performance. On the WWW, many web directories are created to be available freely for
everyone, such as the Dmoz directory,” the Google directory,® and the Yahoo directory.* These are collections
of web documents categorized into several sets on different topics. We use these sets of documents to enrich the
extractable information in web documents. This enrichment enables us to determine the documents’ topics and
to extract the common contexts in document pairs more readily. The measure of the common contexts in doc-
ument pairs is used to rerank the result documents.

The remainder of this paper is organized as follows. In Section 2, we summarize previous studies on name
disambiguation. In Section 3, we present the details of our method. We indicate the limitations of the vector
space model method and propose a new method to reduce these limitations. Then, in Section 4, we describe the
name disambiguation system of our proposed method. Experimental results and comparisons with other
methods are given in Section 5. We describe the advantages and limitations of our methods in Section 6.
Finally, we present our conclusions in Section 7.

2. Related work

Bagga and Baldwin (1998) solved the problem of personal name disambiguation in news articles. They used
an internal document co-reference system (Baldwin et al., 1995) to extract text relevant to a person in a doc-
ument. Then, they used the vector space model (VSM) (Baeza-Yates & Ribeiro-Neto, 1999) to measure sim-
ilarities between articles. In news articles, documents referring to the same person tend to describe a single
event. Therefore, they usually have the same topic and the traditional VSM method can measure document
similarities very well. However, people on the web may have several appearances related to different events.
For example, a computer scientist may have different research interests overtime, so his or her publications
may be about different research topics. Therefore, the specific topics of his or her publications may vary, even
though they concern the same general topic of computer science. In such a case, where the topic relationship
between documents is not strong, the VSM method may not measure document similarities adequately
because there are few co-occurring terms among documents.

Pedersen, Kulkarni, Angheluta, Kozareva, and Solorio (2005) extracted contexts in documents to disam-
biguate people. They calculated the context of documents using a method called second order context vectors
(Schutze, 1998). They applied the log likelihood method (Manning & Schutze, 2003) together with singular
value decomposition (Manning & Schutze, 2003) for co-occurrence information to calculate context vectors
of terms. Then, they defined the document context vector to be the average vector of context vectors of all
terms in the document. Document context vectors were used to cluster documents into groups. In their
research, they experimented with famous people, such as the soccer players Ronaldo and David Beckham,

! http://www.google.com.

2 http://www.dmoz.org/.

3 http://directory.google.com.
* http://dir.yahoo.com.
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and the former Prime Minister of Israel, Shimon Peres. However, this approach may not work well when deal-
ing with people who are not famous because only a few documents relate to them, which makes the building of
context vectors difficult. Bollegala, Matsuo, and Ishizuka (2006) used the C-value/NC-value method (Frantzi,
Ananiadou, & Tsujii, 1998) to extract key phrases related to people. Then, they sent key phrases as queries to
search engines and built key phrases’ contexts using snippets of the resulting documents. However, this
method is expensive because it requires many query transactions to build contexts for key phrases.

To deal with ordinary people, who are included in few relevant documents, Bekkerman and McCallum
(2005) proposed a method to extract a group of people simultaneously. People in this group are related to
one another so their relevant web page set has a greater number of pages; these pages may share the same
topic and be connected. The authors proposed two methods of extracting a group of people: one uses link
information in web pages and the other uses the Agglomerative Conglomerative Double Clustering (A/
CDC) algorithm (Slonim & Tishby, 2000) to group together web pages having the same topic. The use of this
method is limited because, when we search for a person on the web, we may not know his or her social net-
work in advance.

Several research groups have proposed several methods of extracting personal profiles, or entities related to
people. Mann and Yarowsky (2003) used the pattern-matching method (Ravichandran & Hovy, 2001) to
extract personal profiles (birthday, birthplace, occupation, etc.). Guha and Garg (2004) used databases, such
as DBLP® and Amazon, ° to extract authors’ names and research keywords. These methods have some disad-
vantages as follows. The method of extracting personal profiles may not work well with web pages other than
profile pages, while the method that uses a dictionary-like database cannot extract terms not listed in the data-
base. Wan, Gao, Li, and Ding (2005) used natural language-processing techniques to extract named entities in
documents. However, because web documents contain much noisy information, the extraction of named enti-
ties may not work well.

Previous researchers have targeted several types of documents: articles in newspapers, web documents of
famous people, and web documents containing biographic data. However, as the number of documents dis-
seminated on the WWW is growing dramatically, there are other types of web documents that have not yet
been targeted. In addition to the growing number of web documents, there are numerous variations of doc-
ument format and writing style. Therefore, previous approaches are limited when working with such docu-
ments. These limitations motivated us to develop a new method that can treat different kinds of web
documents existing on the web. The characteristic mark of our approach is that we use a form of complement
information to facilitate the procedure of feature extraction and document similarity measurement. Web direc-
tories have been used in our approach. They cover a greater range of topics than other types of resources used
in previous research, such as the DBLP or the Amazon online bookshop, so they can work with documents
that have different topics. In addition, several web directories containing a large number of documents already
exist on the WWW, so the preparation cost is inexpensive.

3. Document similarities via a knowledge base
3.1. A review of the tf-idf weighting scheme

The vector space model (Baeza-Yates & Ribeiro-Neto, 1999) is the conventional method for measuring the
similarity of two documents. In the vector space model, a document is represented by a feature vector formed
from the weights of terms in the document. Here, we review the #/~idf term weighting scheme (Baeza-Yates &
Ribeiro-Neto, 1999), which is a conventional approach often used in the vector space model. In the #f-idf term
weighting scheme, term weights are calculated using the terms’ occurrences in the document concerned and in
a set of documents. If a term appears frequently in a document, then that term may be strongly related to the
document concerned, so its weight should be proportional to its number of occurrences in the document. The

> http://dblp.uni-trier.de.
® http://www.amazon.com.
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tf-idf weighting scheme also uses a term’s occurrences in the document set to calculate term particularity. Intu-
itively, if a term appears frequently in many documents its particularity decreases.

Denote a set of N documents as Sy, = {docy,doc,,...,docy}, df (t,Sa.) 1s the number of documents in S .
containing ¢. According to Zipf’s law (Manning & Schutze, 2003), term particularity is proportional to
log( T Sdm)) Another derivation of term particularity using the information theory also arrives at the formula

log(--2— i S ) for term particularity (Aizawa, 2000). A term’s weight is then calculated as follows:

idf(l,Sdoc> = log <W> (1)
tf-idf (t,doc, Sup.) = tf (t,doc) x idf (t,S i) (2)

where 1 (¢, doc) is the number of times term ¢ appears in the document doc.

The vector space model based on the #f-idf weighting scheme measures the similarity of two documents by
using the inner product of document feature vectors. It works well when the two documents concern the same
topic. When two documents concern the same topic, they have many common terms, so the inner product is large.

Although the #f~idf weighting scheme works well with documents on the same topic, it may not work well
with documents relevant to the same person, as they have very few terms in common. There are two reasons
for this. First, documents relating to the same person need not to be about the same topic. Rather, they may
have slightly different specific topics under the same general topic; therefore, common terms between docu-
ments are rare. Second, because documents on the web contain noisy information, only text surrounding a
person’s name seems to be relevant to that person, not the whole document. This further reduces the number
of common terms.

3.2. Measurement of term weights using a knowledge base

The tf-idf weighting scheme is limited when measuring documents relevant to the same person. We propose
a new method that uses web directories to measure features of terms in a document (Vu, Masada, Takasu, &
Adachi, 2007a). First, we give a brief introduction to web directories. Then, we propose two approaches using
web directories to improve the measurement of term weights.

3.2.1. A knowledge base

As described in Section 3.1, text relevant to a person in a web document is short. Therefore, even keywords
that are strongly related to that person have low term frequencies. To overcome this problem, we prepare sev-
eral sets of documents, each set containing documents on the same topic and we use these sets of documents to
measure term weights. We call such a collection a knowledge base, because it collects knowledge of several
topics in several sets of documents. In our research, we use web directories in the role of a knowledge base.
Below, we use “knowledge base” and ““web directories” interchangeably to refer to a collection of documents
on several topics and we use “a directory” to refer to a set of documents on the same topic. We name our
method “Similarity via Knowledge Base (SKB)” to separate it from the vector space model based on the
tf-idf term weighting scheme. Hereafter, we refer to the vector space model based on the ¢f-idf term weighting
scheme as the traditional vector space model, or the VSM for its abbreviation.

3.2.2. Modification of term weight in documents

In a web document, text relevant to a person tends to be short because only a part of the document men-
tions the person and the web document may contain noise. Therefore, term weights calculated by Eq. (2) for
keyword terms and for other terms differ only slightly.

Assume we have a directory whose topic is close to the document’s topic. As the directory has abundant
text, keywords related to the topic appear more frequently, so their term weights will be larger than the
weights of other terms. It is reasonable to assume that keywords will appear on the web document as fre-
quently as they appear in the directory if the relevant text on the web document increases in length. Therefore,
we can use the large weights of keyword terms in the directory to amplify the small weights of keyword terms
in the document.
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Denote Sy, = {diry,dir,, ... ,dirg} as a set of web directories on several topics, M as the total number of
documents in Sy, tf (¢, dir;) as the number of times term ¢ appears in the directory dir;, df (¢, S4-) as the number
of documents in S, containing ¢, and length (dir;) as the total number of word counts in the directory dir;. We
calculate term weights for the feature vector of directory dir; as follows:

idfpir (t, Sair) = log <df(ﬁMSd)> (3)
O <o (1, iy, ) = 270 e 0 Sar) @)

length (dir;)

Because we have to compare feature vectors between directories in the next calculation step, we normalize
term weights by dividing them by the lengths of the directories to facilitate comparison.

We modify the term weights in documents by taking the mean of the term weights calculated by Eqgs. (2)
and (4). We have tested the arithmetic mean and the geometric mean, and the geometric mean gives the better
result of the two, because, when taking the arithmetic mean, terms that do not appear in the document have
weights larger than zero and the total weight of these terms dominates the total weight of terms that appear in
the document. Following on from this experimental result, we use the geometric mean in our research.

The details of term weight modification can be formalized as follows:

tf—ideKBl(Z, dOC, diri) = \/Zf-idf(f, dOC,SdgC) X ff—ideIRl(t, diri,Sdi,)

tf (¢, dir;)idfpir: (2, Sair)
length (dir;)

= \/ tf (t, doc)idf (t, Sge) X (5)

Our modification of term weights functions analogously to a signal frequency filter. A document can be
regarded as an information source and the set of all terms can be regarded as a range of frequencies. A doc-
ument feature vector corresponds to a power spectrum, where a term weight corresponds to the power at a
certain frequency. A directory will amplify weights of terms close to the topic in the directory while dampening
the weights of the other terms.

3.2.3. Modification of term weight in directories

The idf factor in the ¢f~idf weighting scheme can be explained using the information entropy theory. For
example, in Aizawa (2000), the author explained the idf = log %(t)) factor for a term ¢ as the information
amount gained by 7. Without the observation that ¢ appears in a document d, d can be any document from
a collection of N documents. However, given the fact that d contains ¢ and there are df documents in the col-
lection containing ¢, d is now chosen from df documents. Therefore, the information gained by ¢ is the differ-
ence between the two entropies: log(;7) — log(y) = log(J7).

We modify term weight measurements in the directories as follows (Vu, Masada, Takasu, & Adachi, 2007b).
The explanation by Aizawa (2000) assumed that contexts of documents in the collection were independant to
each other. Therefore, term ¢ was assumed to be related with df (¢) different contexts in df'(¢) documents. How-
ever, for our directories, documents in the same directory are supposed not to be independant to each other;
some documents may have common contexts. If a term ¢ that appears frequently in a certain directory but
appears less frequently in general, then it tends to be strongly related to the directory’s topic. Although ¢
may have a large value of df, the number of contexts related to ¢ should be much lower than df since documents
containing ¢ seem to have common context. Therefore, its gain of information amount should be increased.

We define the normalized document frequency of a term in a directory and in all directories as follows:

df (1, dir;) = % (6)
df(tv Sdir) = w (7)

where df (¢, dir;) is the number of documents in dir; containing term ¢, and M, is the number of documents in
dirl- .
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We assume that when terms have normalized frequencies in a certain directory that are much larger than
their normalized frequencies in all directories, then those terms appear to be topic terms in the directory con-
cerned. We propose the following equations that can appropriately increase idf weights for topic terms:

df(tdir) e df (Ldirg)
modifier(t,dir;) = { ¥(tSar)’ G esa =7 (8)
1 otherwise
idfpira (, Sair, dir;) = 1o M modifier (1, dir) 9)
1 iy l]"l- = - , ll”l-
PR £ df(t7Sdir)

where r is a given threshold that we call the document frequency ratio threshold.
We combine the modification Eq. (9) of term weights in directories with the modification Eq. (5) of term
weights in documents and obtain the following equations to measure term weights:

B [f(t, dii’i) X ide[Rz(t, Sd,-,.,dir,-)

y ey 1
tf lde1R2<t7 dll",,Sd”) length (dlr,) ( 0)
tf-ideng(t,doc,dir,-) = \/tf'ldf(t, dOC,Sdoc) X tf'idelRZ(t) diriusdiz‘)

_ . tf (¢, dir:)idfpira (, Sair)

= \/tf(t, doc)idf (1, Sae) X fength (dir) (11)

Our idea of using information from directory structure to modify term weights of topic terms has common
points with the term weighting scheme using the term entropy with regard to an external directory structure in
Kohonen et al. (2000). Both our approach and the approach in Kohonen et al. (2000) utilize the term prob-
abilities in specific directories and in general directories to appreciate weights of topic terms. In Kohonen et al.
(2000), training documents and test documents are from the same source and term weights for test documents
are calculated using their entropies in training documents. However, in our approach, web directories and
name ambiguous documents are from different sources, so we only use term weights in web directories to mod-
ify the term weight measurements in name ambiguous documents as above.

3.3. Measurement of document similarities

The measurement of document similarities is performed in two steps. First, we find directories that have
topics close to that of the document. Then, we measure the document similarities using these selected direc-
tories. The details are as follows:

3.3.1. Find directories close in topic with the document

Because we do not know the documents’ topics in advance, we have to guess their topics. For each docu-
ment, we choose k directories in the knowledge base whose similarities to the document are the top k largest
values. The similarity between a document d and a directory Dir is measured as follows:

SIM(doc,dir) = Y tf-idfsk(t, doc, dir) (12)
tedocnNdir
where ¢f-idfskg(t, doc, dir) is replaced by ¢f-idfsksi (t, doc,dir) or tf-idfskpa(t, doc, dir).
We call these top k directories of document doc the document’s representative directories and denote this
set of directories as R(doc).

3.3.2. Measure document similarities
Denote a pair of documents as (doc;,doc,). For each directory dir; in the union set R(doc;) U R(doc,), we
calculate the similarity between documents doc; and doc, via directory dir;

SIM (docy, doc,, dir;) Z tf-idfskg(t,docy, dir;) X tf-idfsgs(t, doc,, dir;) (13)

tedocyNdocy
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|:| Measure |:|
|:| |:| Reranking
|:| — similarity — — |:|

documents
|:| |:| among documents

Documents of T |:|

namesake people Documents relevant
@ @ Ej to the same person

Knowledge base go to the top

Fig. 1. Name disambiguation system.

After calculating the similarities of docy, doc, via all representative directories, we take their sum as the sim-
ilarity of the document pair (docy, doc,)

SIM (docy, doc,) = > SIM (doc, doc,, dir;) (14)

dir; ER(dOC] )UR (docz )

4. Name disambiguation system

Fig. 1 is an overview of our name disambiguation system. The system takes a knowledge base and docu-
ments of namesake people as input data. Then, it calculates document similarities between documents and
helps users to find the desired person by reranking documents so that documents relevant to the person of
interest go to the top of the list. The operational details are as follows:

(1) Preprocessing documents
We remove stop words and use the Porter stemming algorithm’ to stem terms to their root forms. As
web pages usually contain noisy information, only terms surrounding the personal name are considered
as information strongly related to the people concerned. Therefore, after removing stop words, we select
only n terms before and » terms after the personal names and create a collection of words containing
information relevant to that person.

(2) Calculation of document similarities
We use a knowledge base to modify the documents’ feature vectors using Egs. (5) and (11). Then, we use
Egs. (13) and (14) to calculate document pair similarities. We denote the systems that use Egs. (5) and
(11) as SKB1 and SKB2, respectively.

(3) Discrimination by reranking documents
Our system uses a simple but effective reranking method, which was used by Guha and Garg (2004), to
help users to discriminate between people in the result set. It is used as follows. First, users select from
the result set a document that refers to the person of interest. Then, our system receives users’ feedback
information and reranks the result documents according to the order of their similarities to the selected
document. Therefore, the reranking results show documents in the order of their relevance to the person
the users are researching.

5. Experiments
5.1. Data sets
5.1.1. Documents of people

We selected 24 names as shown in the right column of Table 1. For each name, there was a particular per-
son with that name who specialized in the research field shown in the left column of Table 1. We sent each

7 http://www.tartarus.org/martin/PorterStemmer;.
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Table 1

List of 24 name queries

Field Name

Computer science Adachi Jun, Sakai Shuichi, Tom M. Mitchell
Tanaka Katsumi, John D. Lafferty, Andrew McCallum
Paul G. Hewitt, Edwin F. Taylor, Paul W. Zitzewitz

Physics Frank Bridge, Kenneth W. Ford, Michael A. Dubson
Scott Hammer, Thomas F. Patterson, Michele L. Pearson

Medicine Henry F. Chambers, David C. Hooper, Lindsay E. Nicolle
John M. Roberts, David Reynolds, Thomas E. Woods

History Thomas A. Brady, William L. Cleveland, Peter Haugen

name to the Google search engine and selected the top 100 results. In each result set, there were documents
relevant to the person who specialized in the field shown in the left column of Table 1 and documents relevant
to other people. The documents for all these people were used in our experiments. We removed documents
that were not html documents. For each name, the person bearing that name and specializing in the field
shown in the left column of Table 1 was associated with from 10 to 50 documents, whereas other people bear-
ing that name were associated with between one and 10 documents. Table 2 shows the number of people and
the number of relevant documents. The first and third columns show the number of relevant documents, the
second and fourth columns show the number of people who had that number of relevant documents.

5.1.2. Creation of pseudo namesake document sets and real namesake document sets

In order to get a number of test data, we created name-ambiguous documents artificially as follows. We
selected two result sets corresponding to the names of two people belonging to different research fields and
mixed them together. Then, we replaced the personal names in the documents by the name X to create a
set of documents of pseudo namesakes. In each mixed data set, there were two people with different profes-
sions, each with between 10 and 50 relevant documents. Besides these two people, there were several other
people with between one and 10 relevant documents. For example, we mixed together the “Tom M. Mitchell”
set containing several Mitchells and the “Paul G. Hewitt” set containing several Hewitts to create a document
set that included documents referring to a computer scientist, a physicist, and several other people. As we had

four research fields and six names in each research field, we could create 6 x 6 x ) ) = 216 combinations of
names and produce 216 sets of pseudo namesake documents.

Besides experiments on pseudo namesake document sets, we also did carry experiments on real namesake
document sets in order to verify the performance of our approach with real problems. The 24 real namesake
document sets are result sets of 24 name queries shown in Table 1.

5.2. Web directory structures

We selected three well-known web directories on the WWW: the Google directory (http://direc-
tory.google.com), the Yahoo directory (http://dir.yahoo.com), and the Dmoz directory (http://dmoz.org).
For each directory, we obtained all level two child nodes starting from the root node. Then, we selected direc-

Table 2

Numbers of documents of people

Number of relevant documents Number of people Number of relevant documents Number of people
1 942 31-40 3

2-5 33 41-50 4

5-10 8 51-60 6

11-20 5 61-70 1

21-30 6
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Table 3

Number of directories and documents in directory structures

Directory name Number of directories Number of documents
Googlel0 214 6762

Google20 124 5318

Yahool0 219 5979

Yahoo20 109 4524

Dmoz10 175 5701

Dmoz20 103 4551

tories with numbers of documents greater than a set threshold. We used threshold values of 10 and 20 to create
six directory structures. The number of directories and the number of documents in the six directory structures
are shown in Table 3.

5.3. Baseline methods

We compared our method with two conventional methods: VSM and named entity recognition (NER).

5.3.1. Vector space model method

In the VSM method, we removed stop words and stem words to their root form by using the Porter stem-
ming algorithm. Then, we chose the terms inside the text windows centered at the personal name queries. We
used Eq. (2) to calculate the weight of these terms and built the feature vectors of documents. We took the
inner products of document feature vectors for the similarities between document pairs.

5.3.2. Named Entity Recognition method

In the NER method, we used the LingPipe software® to extract the entity names in the documents. Then, we
used these names to construct feature vectors of the documents. The constituents of vectors were binary values
(1 if a name appears in the document, 0 otherwise). We took the inner products of the document feature vec-
tors for the similarities between documents.

5.4. Evaluation metrics

As described in Section 4, our system disambiguates people by reranking the result documents based on a
document selected by the user. Therefore, we assumed that the user may choose any document doc; in the
result set, and evaluated the performance of the reranking result based on that document doc;. We recorded
the precision values at 11 recall points: 0%, 10%, 20%,...,90%, and 100% and denoted these as
P(doc;,0%), P(doc;, 10%), P(doc;,20%), ... , P(doc;,90%),andP(doc;, 100%), respectively. We calculated the
averaged precision values at these 11 recall points for all possible reranking sequences as follows:

> doe, P(doci, k%)

Poyer. oc = . 1
werdoc (K70) Number of documents in the result set (15)
where k=0, 10, 20,...,90, and 100.
We also took the averaged value of these 11 averaged precision values
P = > k=0,10,.., 10(;? aver-doc (K 70) (16)

8 http://www.alias-i.com/lingpipe/.
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5.5. Experimental results

In this section, we compare the experimental results of our SKB methods and those of baseline methods
VSM and NER with the documents of people as described in the Section 5.1. Furthermore, we also investigate
the robustness of our SKB methods over changes in directory structures and varying parameters. We applied
six directory structures described in Section 5.1 to our SKB methods and investigated performance. We also
varied the window size parameter n, and the number of representative directories parameter k to verify the
robustness of SKB methods. We experimented with the document frequency ratio threshold in Eq. (8),
r=1,2,5,10, the window size parameter, n = 10,20, 30,...,90,and 100, and the number of representative
directories parameter, £ = 10,20, and 30.

5.5.1. The overall performance for each method

Figs. 2-7 show the precision-recall graphs for the SKB methods using different directory structures and
their comparisons with the baseline methods. Tables 4 and 5 show the comparison in terms of the averaged
precision value P, between the baseline methods VSM, NER and our proposed methods SKB1 and
SKB2. In this experiment, we set the window size » = 50 and the number of representative directories
k = 20. We set the frequency document ratio threshold for SKB2 » = 5. As can be seen from these Tables,
our SKB1 and SKB2 methods together with six different directory sets outperform the baseline methods
VSM and NER.
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Fig. 2. Performance of SKB1 with Dmoz directories.
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Fig. 3. Performance of SKB1 with Yahoo directories.
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Fig. 4. Performance of SKB1 with Google directories.
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Fig. 6. Performance of SKB2 with Yahoo directories.

5.5.2. Performance of SKB2 when varying the document frequency ratio threshold

We experimented with SKB2 using different threshold values for document frequency ratio threshold:
r=1,2,5,10. The directory structures used in these experiments were Dmoz10, Googlel0, and YahoolO.
Table 6 shows the experimental results. As can be seen from this table, SKB2 achieves good performances,
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Fig. 7. Performance of SKB2 with Google directories.

Table 4

Comparison between VSM, NER and SKB1

Method Pavcr (O/(’)
VSM 58.5
NER 54.1
SKB1_Googlel0 64.2
SKB1_Google20 63.8
SKB1_Yahool0 64.1
SKBI1 Yahoo20 62.2
SKB1_Dmoz10 62.4
SKB1_Dmoz20 60.8
Table 5

Comparison between VSM, NER and SKB2

Method Poyer (%)
VSM 58.5
NER 54.1
SKB2_Googlel0 66.1
SKB2_Google20 65.5
SKB2 Yahool0O 64.5
SKB2_Yahoo20 63.2
SKB2_Dmoz10 63.4
SKB2 Dmoz20 62.5
Table 6

Average precisions of SKB2 with different threshold values of document frequency ratio

Directory SKBI1 SKB2, r =1 (%) SKB2, r =2 (%) SKB2, r =5 (%) SKB2, r =10 (%)
Dmoz10 62.4 62.5 62.4 63.4 63.6

Googlel0 64.2 65.3 65.4 66.1 66.0

Yahool0 64.1 64.7 64.8 64.5 64.4

especially when » = 5 and 10. This result agrees with the characteristic that the stronger the relation to a topic
that a term has, the larger the document frequency ratio it has.
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Table 7

Performance of SKB1 method with different window sizes

Window size Poyer (%)
10 62.6
20 64.8
30 65.1
40 64.9
50 65.1
60 65.4
70 65.3
80 65.5
90 65.4
100 65.4

5.5.3. Performance of SKB systems when varying the window size

Tables 7 and 8 show the performance variations with different window size parameters. In these experi-
ments, we used the Google20 directory structure with the number of representative directories set to 10. As
can be seen from the results in these two tables, the SKB1 and SKB2 methods achieve better performance
when the window size increases. We also experimented with the VSM method with different window size
parameters. As shown in Table 9, we noted that the performance values of the VSM method decreased slightly
when we increased the window size.

From the performance value decrease of the VSM method, we learn that the further the text is from the
personal names, the more noise it contains. On the other hand, from the increased performance values of
the SKB methods, we found that the SKB methods can effectively filter out noisy text and select relevant text
far from the personal names.

Table 8

Performance of SKB2 method with different window sizes

Window size Paver (OA')
10 63.4
20 66.1
30 66.3
40 66.4
50 66.4
60 66.65
70 66.69
80 66.75
90 66.73
100 66.68
Table 9

Performance of VSM method with different window sizes

Window size Pyer (%)
10 59.1
20 58.6
30 58.6
40 58.6
50 58.5
60 58.4
70 58.3
80 58.4
90 58.4

100 58.3
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Table 10

Performance of SKB1 with different number of representative directories

Number of representative directories Poyer (%)
10 65.1

20 63.8

30 62.0
Table 11

Performance of SKB2 with different number of representative directories

Number of representative directories Poyer (%0)
10 66.4

20 65.5

30 63.5

5.5.4. Performance of SKBs when varying the number of representative directories

Tables 10 and 11 show the different performances with different number of representative directories
k =10,20,30. In this experiment, we used the Google20 directory structure with the window size fixed at
50. We recognize from the results shown in these two Tables that SKB1 and SKB2 methods achieved
improved performance when the numbers of representative directories changed from 30 to 20 and 10.

5.5.5. Performance for each method on real namesake document sets

Table 12 shows the performance comparisons between VSM, NER, and SKB2 in the experiments on real
namesake document sets. We use the averaged precision values at 11 recall points for all possible reranking
sequences in the comparisons. The results show that our SKB2 performs best in 18 sets, follows by the

Table 12

Performance for each method on real namesake document sets

Name query NER (%) VSM (%) SKB2 (%)
Adachi Jun 59.0 59.5 64.2
Sakai Shuichi 73.8 77.1 79.7
Tom M. Mitchell 71.9 79.9 81.5
Tanaka Katsumi 79.5 68.6 72.4
John D. Lafferty 76.9 81.4 89.7
Andrew McCallum 83.5 84.8 88.5
Paul G. Hewitt 64.2 69.5 72.2
Edwin F. Taylor 74.6 74.1 85.6
Paul W. Zitzewits 85.7 84.2 83.8
Frank Bridge 55.8 50.9 55.1
Kenneth W. Ford 52.6 51.9 72.0
Michael A. Dubson 73.1 70.1 72.5
Scott Hammer 76.2 68.6 82.0
Thomas F. Patterson 57.1 65.0 81.5
Michele L. Pearson 53.2 57.0 64.4
Henry F. Chambers 54.2 56.6 64.2
David C. Hooper 443 52.5 60.0
Lindsay E. Nicolle 83.1 85.7 88.8
John M. Roberts 76.9 74.0 81.1
David Reynolds 69.9 69.4 72.8
Thomas E. Woods 91.4 90.7 84.5
Thomas A. Brady 63.4 57.1 63.8
William L. Cleveland 60.4 59.0 80.8
Peter Haugen 50.2 59.7 59.4

Average 67.6 68.6 75.1
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NER performs best in 5 sets, and the VSM performs best in 1 sets. On average, our SKB2 also outperforms the
baseline methods VSM and NER.

6. Discussion

In this section, we describe how we exploited the web directories. We also note the advantages and the dis-
advantages of our method that uses web directories when disambiguating people.

Disambiguation of people in web documents is challenging because web documents are published by
resources of different kinds, and useful information is mixed with noise. To improve effectiveness when pro-
cessing web documents, we propose a new method that uses web directories to aid the extraction of the doc-
uments’ features and the measurement of documents’ similarities. We use information from directories to
improve the calculation of the vector space model. The key to our approach is that web directories provide
information about the relationship between directories’ documents themselves and the relationship between
directories’ documents and other documents; these relationships cannot be found in the conventional vector
space model method. We have proposed two approaches to exploit information from web directories. First, by
investigating the relationship between documents referring ambiguous personal names and the documents on
the web directories, we can improve the measurement of term frequencies in a document. Compared with the
vector space model method and the named entity recognition method, we have improved the averaged preci-
sions from 3.9% to 9.7%, and from 12.4% to 18.7%, respectively. Furthermore, we can exploit the relationship
between the documents in the same web directories. Using this relationship, we can differentiate topic terms
from common terms, even if they have the same characteristic in that they appear frequently in some docu-
ments. This exploitation can be regarded as an attempt to measure topic frequencies of terms. Although,
we cannot count topic frequencies precisely, we can use web directories to modify term frequencies in docu-
ments to approach topic frequencies. This second exploitation results in a further improvement of averaged
research precision from 6.8% to 12.9%, and from 15.5% to 22.2% over the VSM method and over the
NER method, respectively.

We investigated the robustness of our approaches over changes of directory structure and variation of sys-
tem parameters. The experimental results with different directory structures and different system parameters
support the conclusion that our SKB methods achieve stable performance.

From the practical point of view, our approach has advantages as well as limitations. The greatest advan-
tage is that it requires little preparation because the existing web directories can be used directly with virtually
no preprocessing. In addition, the broad coverage of web directory topics enables the use of our approach with
a broad range of people. On the other hand, the most significant limitation of our approach is its increasing
cost of computation. The increase is proportional to the number of directories used.

7. Conclusions

Disambiguation of people in web searches is an increasing requirement for the new trends in web search
systems. We propose a new method that uses web directories as a knowledge base to improve the disambig-
uation performance. Using web directories, we propose two approaches to better measure term weights. We
have experimented with our approaches using several existing web directories to disambiguate documents of
people on the web. The results showed a significant improvement with our system over the conventional meth-
ods: the vector space model method and the named entity recognition method. We also verified the robustness
of our methods experimentally with different web directory structures and with different parameter values.
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